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Q: can we predict metastasis from 
gene expression measurements in 

blood samples?



A: maybe



Norwegian Women and Cancer (NOWAC)

• Prospective case–control study 

• Blood samples + questionnaires 
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Case–control
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1 year before diagnosis



Data at a glance
dim(gene_expression)
## [1]    88 12404

summary(days_to_diagnosis)
##    Min. 1st Qu.  Median    Mean 3rd Qu.    Max.
##     6.0   117.8   189.5   186.8   269.2   358.0

summary(metastasis)
## FALSE  TRUE
##    66    22

table(metastasis, stratum)
##           stratum
## metastasis screening interval clinical
##      FALSE        43       10       13
##      TRUE          6        6       10



How to do predictive modelling

1. Pick some of your favorite models 

2. Evaluate model performance by cross-validation 

3. Fit tuning parameters by nested cross-validation



Some models
Penalized logistic regression
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Some models

From Hastie, Tibshirani, and Friedman: The Elements of Statistical Learning

�̂̂�̂� can only be inside these shapes



Some models
Nearest centroids4.3 Linear Discriminant Analysis 109

+ +

+
3

21

1

1

2

3

3

3

1

2

3

3

2

1 1 21

1

3
3

1 21

2

3

2

3

3

1

2

2

1

1

1

1

3

2

2

2

2

1 3

2 2

3

1

3

1

3

3 2

1

3

3

2

3

1

3

3

2
1

3
3

2

2

3
2

2

21
1

1

1
1

2

1

3

3

1
1

3

3
2

2
2

23

1

2

FIGURE 4.5. The left panel shows three Gaussian distributions, with the same
covariance and different means. Included are the contours of constant density
enclosing 95% of the probability in each case. The Bayes decision boundaries
between each pair of classes are shown (broken straight lines), and the Bayes
decision boundaries separating all three classes are the thicker solid lines (a subset
of the former). On the right we see a sample of 30 drawn from each Gaussian
distribution, and the fitted LDA decision boundaries.

the figure the contours corresponding to 95% highest probability density,
as well as the class centroids. Notice that the decision boundaries are not
the perpendicular bisectors of the line segments joining the centroids. This
would be the case if the covariance Σ were spherical σ2I, and the class
priors were equal. From (4.9) we see that the linear discriminant functions

δk(x) = xTΣ−1µk −
1

2
µT
kΣ

−1µk + log πk (4.10)

are an equivalent description of the decision rule, withG(x) = argmaxkδk(x).
In practice we do not know the parameters of the Gaussian distributions,

and will need to estimate them using our training data:

• π̂k = Nk/N , where Nk is the number of class-k observations;

• µ̂k =
∑

gi=k xi/Nk;

• Σ̂ =
∑K

k=1

∑
gi=k(xi − µ̂k)(xi − µ̂k)T /(N −K).

Figure 4.5 (right panel) shows the estimated decision boundaries based on
a sample of size 30 each from three Gaussian distributions. Figure 4.1 on
page 103 is another example, but here the classes are not Gaussian.

With two classes there is a simple correspondence between linear dis-
criminant analysis and classification by linear regression, as in (4.5). The
LDA rule classifies to class 2 if

xT Σ̂
−1

(µ̂2 − µ̂1) >
1

2
(µ̂2 + µ̂1)

T Σ̂
−1

(µ̂2 − µ̂1)− log(N2/N1), (4.11)

From Hastie, Tibshirani, and Friedman: The Elements of Statistical Learning
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Cross validation

Fit model ->

Evaluate ->



Fit tuning parameters???????
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This exercise raises some questions



Cross validation is almost useless to me
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Solution: resampling

AUC

alpha



Solution: resampling

AUC

alpha

Simply do 1000s of cross validations



Another confusing thing
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The line for random guess



2 ways to get AUROC < .5

A. You made a mistake calculating AUC 

B. There is something v. strange with the data 



A simulated paradox
• One “gene,” x 

• Response 1 or 0 

• Two strata: 1 and 0 

• If stratum == response, x ~ N(1, variance) 

• Else, x ~ N(0, variance)



A simulated paradox
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–Eiliv Lund to myself, like two-and-a-half years ago

“You have to stratify.” 



Including stratum gives expected null behavior

0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70

AUC when including strata
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stability (lasso)
elastic net

stability (enet)



Introducing some bias: focus on a likely subspace

• In high dimensions, bias is your friend 

• Theory: there is something going on in the gene expression as we 
get closer to diagnosis 

• Rank by linear model:

expression = β0 + β1time + β2metastasis + β3time×metastasis + error
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Improved predictions

0.40 0.45 0.50 0.55 0.60 0.65

AUC for models with preselection

centroids + time
lasso + time

stability (l) + time
elastic net + time

stability (e) + time



Lower variance/higher stability

0.05 0.10 0.15 0.20 0.25

Stability with/without preselection

elastic net
elastic net + time

centroids
centroids + time

Stability = set overlap between predictive genes across two resmaplings



Lessons/perspectives

• Cross validation can actually be super high in variance, be careful 

• But be especially careful of holdout set validation 

• Remember Simpson’s paradox, watch your strata 

• Be critical of Signatures



Lessons/perspectives

• OTOH: There seems to be some weak signal here



These are my advisers

• Lars Ailo Bongo, BDPS group, University of Tromsø 
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Thank you!
email: einar@cs.uit.no

twitter: @0xeinar
github: github.com/3inar

Slides available online at 3inar.github.io/talks/


